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1. Introduction

The Business Finland-funded HUMOR (Human Optimized XR) project investigates the perceptual issues of
extended reality (XR). As a part of the project, each partner prepares a state-of-the-art (SoA) analysis in their
fields of expertise. These SoAs find out the exact top of the line knowledge on the perception of virtual reality
(VR) and extended reality (XR).

This state-of-the-art report on multimodal interaction forms a basis for the HUMOR project deliverables and

helps to align the research efforts with other partners and with the best laboratories around the world.

The topic of virtual or extended reality is extensive and it has a long history. XR augments or replaces the
user’s view with synthetic objects. XR can be used as an umbrella term encompassing virtual reality (VR),
augmented reality (AR) and mixed reality (MR). MR has also been used as an umbrella term for reality-AR-
VR continuum (Milgram, Kishino 1994), and the XR terminology is not thoroughly strictly defined. In the
recent years XR has become capable of generating increasingly realistic experiences and the human senses can
be stimulated in more advanced ways. However, there are still many caveats, and many aspects can still be

improved in XR technology.

There is a vast number of books and academic papers written about VR and XR, and we do not try to give a
comprehensive, balanced view of all of it. For general overview of XR, we refer to the many books and surveys
on it, e.g., Jerald (2015), Schmalstieg & Hollerer (2016), Billinghurst et al. (2015), Van Krevelen & Poelman
(2010), and Rash et al. (2009). We thus assume that the reader knows the basic things about VR and related
technologies. Even for this interaction section, Google Scholar gives 968,000 hits for “‘Human Computer Inter-

action” and 39,300 hits for “multimodal interaction” (with quotation marks on).

To make this SoA report more succinct, we will limit this section of multimodal VR to topics, trends, cutting-
edge research results and specific hardware, which are relevant for the HUMOR project. We focus on recent
trends of HMD-based XR, which are relevant to perceptual issues of XR. Furthermore, in this report we cannot
describe all the possible multimodal interaction methods in depth but try to emphasize and focus on the most

useful and frequently used ones.



2. Multimodal Interaction

In the field on human-computer interaction (HCI), multimodal interaction makes use of several input and
output modalities in interacting with technology. Application fields with a slightly different emphasis include
also, e.g., human-technology interaction (HTI), human-information interaction (HII), and human-robot inter-
action (HRI). Examples of the interaction modalities are speech, gestures (embodied interaction), gaze and
touch. Technology can “read” or “listen to” these modalities, or actions of the body, as input. At the same time,
the human receives input via their senses, e.g., sight, touch, or audio, that is generated as output by the technol-
ogy. Sometimes modalities are also further split to sub-modalities, e.g., touch can be divided to sense of touch,

sense of temperature etc.

The term Modality can be defined from different perspectives. In human-technology interaction, the human

perspective relates both to input and output of human modalities.

e Jhuman perceptual modalities: visual, auditory, olfactory, and tactual (tactile, kinesthetic, haptic).
e human output modalities: motor system, speech, breath, bio-electric (EMG, EEG, GSR, ECQ).

“Modality is a way of representing information in some physical medium. Thus, a modality is defined by its
physical medium and its particular ways of representation.”  Niels Ole Bernsen, 2008

There are many ways to categorize multimodal interaction. In Chapter 3 we will primarily present interaction
with the human senses which are frequently used with XR. In Chapter 4 we present some modalities and
methods which may become more important for XR in the future. Multimodal interaction can transform how
people communicate remotely, train for tasks, and how people visualize, interact, and make decisions based

on information.

2.1 Human senses

Humans have a variety of “built-in” senses (sight, hearing, touch, smell, taste, balance, etc.) and highly de-
veloped abilities to perceive, integrate, and interpret visual, auditory, haptic, and other sensory information.
The visual and auditory modalities generally outperform the other sensory channels in terms of bandwidth and

spatial and temporal resolution.

A baby looks, observes, touches, and recognizes things before she can talk. The physical world is observed
with numerous simultaneous and coherent sensations of several senses and it is three-dimensional. The human
observer actively processes the multisensory information using perceptual and cognitive mechanisms. The
multitude of senses and their mutual interactions are meticulously and marvelously built, and human perception
and cognition are very complex sensory fusion systems. A large amount of information is processed and only
a small fraction gets through into our consciousness. The humans have a natural ability to operate, remember

places, and perceive things in three dimensions.
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The user wants to focus on the task, not on the interface between the user and the task. A good user interface
should be so intuitive and easy-to-use that it would not require any substantial training. It should also facilitate

expert users for fast interaction. Bad usability, on the other hand, breaks the naturalness and immersion.

Historically humans had to adapt to the computer world through punch cards, line printers, command lines and
machine language programming. Engelbart’s online system (1968), Sutherland’s “the Sword of Damocles”
(1968) and Bolt’s “Put That There” (1980) were very visionary demonstrations of multimodal interfaces at
their times. Rekimoto & Nagao (1995) and Feiner et al. (1997) presented computer augmented interaction with

real world environments.

User interfaces change along with the changing use contexts and emerging display, sensor, actuator and user
tracking hardware innovations in computing. The success of Nintendo’s Wii and Apple’s iPhone show the
paramount role of user interfaces. Smart phones, desktop computers and XR each need different kinds of Uls.
Discovering better human-technology interfaces is a modern gold rush, and XR Uls are not satisfactorily

finalized yet.

The current computer user interfaces (UI) do not often take advance of all the human sensory capabilities but
are mostly limited to visual domain and cognitively to 2D metaphors such as windows, icons, menus, and
pointers (WIMP) and rely on desktop metaphor. The Uls for mobile computing utilize a few more sensors, but
they have also many limitations such as small screens. However, XR can present information in a more natural
way. The ability to recreate real sensations or create entirely new ones can enrich communication between
computer and human and improve the way we interact with them. Fig. 1 shows a comparison of some human-

computer interaction styles.
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Figure 1. A comparison of HCI styles (Rekimoto & Nagao, 1995).
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For a long time, the user interface research has tried to find better and more intuitive Uls (van Dam, 1997).
General HCI results and guidelines cannot always be directly applied to XR, as users operate in 3D environ-
ments, input and output devices may be different, and so on. Immersion in VR is one major distinction from
most other HCI styles or from traditional 3D computer graphics. VR encloses the user into a synthetically

generated world and enables the user to enter “into the image”.

Interactivity is one of the key features of VR. The PC's desktop metaphor is not well suited to interacting with
XR. Interactions between humans and virtual environments rely on timely and consistent sensory feedback
and spatial information. Effective feedback helps users to get information, notifications, and warnings. For
example, haptic interaction and the feedback of events triggered by gaze enable a user to touch virtual and

distant objects as though they were real and within reach.

Recently computers have started to adapt to humans through cameras, microphones, and other sensors with
the help of artificial intelligence (Al), and they can recognize human activities and intentions. Human-
computer interaction has become much more natural and multisensory, even though keyboard and mouse are

still the prevalent forms of HCI in many contexts.

2.2. Introduction to multimodal interaction

Multimodal (multisensory) interaction employs several human senses and means of communication to
provide efficient and flexible means for user input and output and user experience. They seek to leverage
natural sensing (input) and rendering (output). Various multimodal interaction methods can be alternative
(using one at a time) or complementary (using several simultaneously). The interface should choose or under-

stand the right modality for the current task.

When multiple modalities are used in interaction, they can be combined in different ways. Laurence and Nigay
(1993) defined a design space categorizing multimodal input to categories. In exclusive multimodality, modali-
ties are used in independent and sequential manner. In this case, independent modalities are used at different

times to complete unrelated tasks, and they are not combined in any way.

Examples of this are:

o selecting objects with gestural interaction, and then entering unrelated information with dictation
e recording speech and then closing all unnecessary windows with a mouse

¢ looking at visual content on a screen, then listening to some music

From the system viewpoint, the interpretation of the different modalities in different situations is the main

support for multimodality in this case.

In concurrent multimodality, modalities are used in independent and parallel manner. The use of modalities is

parallel, but they are unrelated, i.e., for different tasks.

Examples include:

e browsing pictures with hand gestures while performing a voice search

e driving a car while speaking on a hands-free mobile phone



e hearing a weather report while feeling the low power haptic indicator on the phone or car

Simultaneous use of modalities supports multitasking. From the system point of view this kind of multi-

modality can be similar to the unimodal interaction.

Alternate multimodality has combined and sequential use of modalities. The use of modalities is sequential,

one after another, but they are linked together to complete the same task.

Examples include:

e performing a gesture indicating the start of speech input by raising a controller close to the mouth,
then giving a speech command

e pointing an object with a controller and giving a voice command to copy it

e seeing a photo attachment from an email and then listening to the email’s content

Synergistic multimodality features combined and parallel use of modalities. The use of modalities is parallel,

and they are linked together to complete the same task.

Examples of this kind of multimodality include:

e selecting graphical objects with a touch screen gesture and changing their color with a spoken com-
mand at the same time

e pointing and giving a related speech command at the same time

o feeling (haptics) and listening to a dataset

Oviatt (2017) grouped theoretical foundation of benefits of Multimodal Interaction to three groups. Gestalt
theory-based writings and results emphasize the point that multimodal information is more than just the sum
of its parts. A classic example related to this is so called McGurk effect where visually seeing a person saying
“Ga”, but at the same time hearing the person say “Ba” results in you actually thinking the person says “Da”.
This illustrates how we human combine multiple input to find the best explanation for the entire stimulus.
Another group of theories Oviatt discusses are related to working memory and related mental resources. These
raise awareness to the fact that have, to an extent, their own resources for different modalities (e.g., separate
visual and auditory memories) and using multiple modalities can use human resources more efficiently than
unimodal interaction. The third group in Oviatt’s overview is embodied cognition and related theories. These
theories and related research have shown that doing is an important part of understanding and learning. For
example, mirror neurons are key part of this. They are neurons in our brains which activate both when we

perceive some action (e.g., somebody speaking) and when we do it ourselves (speak).

Technically, most of human-computer interfaces are multimodal but, in practice, interfaces are considered
multimodal only when they have two or more primary modes of interaction. Typing with a traditional keyboard
does provide haptic feedback as the user feels the keys and audio feedback when the keys click. Still only the
visual feedback of text appearing on screen is considered primary and one input modality of hitting the keys
is used. Therefore, the interaction is considered unimodal. Historical developments also play a role here as
“traditional” interaction methods are not usually called multimodal, only “novel” technologies like speech

recognition and gesture tracking are usually accepted as “multimodal”.
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Multimodal interaction covers a wide array of technologies, which enable, e.g., haptics, hand or body gestures,
facial expression, gaze interaction, speech, scents, and brain-computer interfaces. Multimodality is one tool to
create Uls with better user experience and more efficient interaction. Fig. 2 depicts some typical interaction
approaches for smart glasses that are an example of potential technology for enabling multimodal interaction

in the XR context.
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Figure 2. Classification of interaction approaches for smart glasses (Lee et al. 2018).

Multimodal Uls process simultaneously several modalities, such as speech, movements, gestures, postures,
facial expression and articulation, handwritten input, emotion and mood recognition, user behavior, etc.
Physiological measurements, such as EEG, heart rate, and respiratory effort, are also useful in understanding
the user. Using several modalities for the same information provides an increased bandwidth of information
transfer and their weaknesses offset by the strengths of others. Visual or auditory feedback is often used in

multimedia and XR systems, but other multimodal techniques are very helpful on feedback and they might
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improve XR to produce an immersive, believable experience. Achieving truly multisensory experiences is the

Holy Grail of human-technology interaction (Flavian et al. 2020).

User interfaces should feel natural, seamless, and human-friendly. Perceptual Uls (Turk 2014) emphasize the
multitude of human modalities and their sensing and expression power. In addition to human senses, they also
combine an understanding of human communication, motor, and cognitive skills. Various kinds of 3D Uls

(LaViola et al. 2017) take advantage of user’s spatial memory, position, and orientation.

Skin and various body parts can be used as input or output surfaces (Bergstrom & Hornbaek 2019), and they
form an always available, naturally portable, and on-body I/O system. For example, Skinput (Harrington et al.

2010) appropriates the human body for acoustic transmission, allowing the skin to be used as an input surface.

Deformable interfaces and input is one form of recent HCI, which can use various kinds of soft and malleable
materials (e.g., rubber), or the physical input can be deformed, or they allow users to input in ways that are

unlikely with rigid interfaces (e.g., bend, stretch) (Boem & Troiano 2019).

Mid-air or touchless interaction is one style of HCI (Koutsabasis & Vogiatzidakis 2019; Mewes et al. 2017),
in which users can interact with digital content and UI controls through body movements, hand gestures,
speech or other touchless means. It is useful in exergames or when touching a device would be inconvenient,
e.g., while baking with messy hands, or for sterility in surgery. Many emerging technologies (e.g., depth cam-
eras and other sensors, ultrasound haptics) or wearable devices (e.g., sensor wristbands or Microsoft HoloLens)

are well suited to implement mid-air Uls. Fig. 3 depicts some typical touchless interaction tracking methods.

‘ touchless interaction ‘
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|
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Figure 3. Overview of typical touchless interaction methods and devices (Mewes et al. 2017).

The XR scenes are often viewed with head-mounted displays (HMD), which are now feasible for consumers.
A major problem of current XR is limited technical properties of displays and related tracking of users’ head
movements. Another major problem is inadequate interaction and Uls. The user e.g., can’t directly see any

hand-held controllers through the immersive VR or 360° video.

HMDs usually employ visual and auditory senses, but no other human modalities. Many emerging technol-
ogies are changing this, and most multimodal technologies have been tried with HMDs but usually not with

the various combinations of them. Multimodality and integration of a wide range of sensors such as hand,
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facial expression and gaze tracking is starting to take place also on commercial HMDs, e.g., DecaGear (2020)
and HP Reverb G2 (2020). Multimodal means employ several human senses to provide efficient and natural

means for user input and output and they can enhance the HMD viewing experience.

There are also many other ways to view XR scenes, such as various kinds of 3D, light field and holographic
displays (Benzie et al. 2007), CAVE virtual rooms, fogscreens, or spatial augmented reality (Bimber & Raskar
2005), which uses projectors. IBM’s director of automation research, Charles DeCarlo, presented a stunning
vision of immersive projection screens for telepresence already in 1968 (DeCarlo 1968). It described a home
in Phoenix, where a photorealistic live ocean scene was projected onto curved screens and realistic audio
completed the immersion. The “immersive home theatre” was used for telepresence and teleconferencing. The

author already foresaw VR replacing reality.

A Cave automatic virtual environment (CAVE) is an immersive VR environment where projectors create
synchronized imagery to several adjoining walls. The ceiling and floor can also be used as projection surfaces.
Often the projections are stereoscopic, to be viewed with synchronized shutter glasses. The CAVE can provide
a very immersive environment for one or a couple of tracked viewers. There are many variations of this basic
setup. Large, partially immersive projection screens are manufactured in several forms and configurations.
They can be, e.g., domes or curved panoramic screens, or large, flat screen areas with several seamlessly edge-
blended images, producing ultrawide field of view, high-resolution images. They fill most of the human field

of view and can produce good immersion.

The FogScreen (Rakkolainen & Palovuori 2002; Rakkolainen et al. 2015) is a permeable mid-air projection
display. The user can reach or walk through the 2D screen consisting of thin, planar mist in mid-air, which
feels dry to the touch. It is essentially touchless and enables images, XR objects and Uls to float in thin air. It

could be used e.g., as a hygiene touchscreen or a mid-air 3D display.

Spatial Augmented Reality (SAR) employs projectors and spatially aligned optical elements, such as mirror
beam splitters, transparent screens, or holograms, in order to blend real and synthetic objects together. SAR
displays can overcome some technological and ergonomic limitations of conventional AR systems, e.g., they

do not require any head-mounted or wearable gear.

Some of the multimodal technologies could become mainstream features and applications of XR in a few
years’ time. They have a vast number of applications e.g., in industry, health care, entertainment, design, archi-
tecture and beyond. Well-considered multimodal experiences and improved interaction may be the key sweet

spot for next-generation XR!

2.3 Three-dimensional user interfaces

3D user interfaces try to take advantage of user’s spatial perception, memory, position and orientation. Multi-
modal 3D interaction in XR is frequently used for many tasks such as navigation, selection, manipulation,
system control, and communication (LaViola et al. 2017). 3D User interfaces can feel very natural for the user,

but on the other hand they do not need to follow the laws of physics, thus enabling many intriguing Uls. If
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only real-life like interaction is used, it has a severe limitation as the range where the users can reach with their

hands is limited.

Presumably the first experiment on 3D Uls was “the Sword of Damocles” by Sutherland (1968), and it was
also the first augmented reality display. In an early work, Leftwich (1993) presented Infospace, where informa-
tion and virtual objects surround the user on a desktop setting (see Fig. 4 left). As another early example,

Billinghurst et al. (1998) envisioned several kinds of 3D Uls for mobile smart glasses users (see Fig. 4 right).

Figure 4. The data and virtual objects can surround the user (Leftwich 1993; Billinghurst et al. 1998). They
still use 3D windows for information, but current systems often use AR and synthetic objects merged with real
objects and environments.

3D interaction in XR can encompass many kinds of purposes and forms. General categories for 3D UI inter-
action (LaViola et al. 2017) include navigation (travel, wayfinding), selection (pointing, choosing objects),
manipulation (grabbing, changing object position, orientation, scale, shape, etc.), system control (changing the
system state or mode of interaction), and communication (with other users or agents). In practice it can mean
clicking buttons, control of speed, or continuous adjustment of various things (e.g., lighting, virtual environ-
ment scaling). Through interaction the user could also move avatars, characters, or objects, bring down walls,

keep balloons in air, etc.

Various interaction solutions have been created to overcome the limitations of the real world and thus to add
more flexibility and possibilities to 3D interaction (e.g., Go-Go by Poupyrev et al. (1996) or other methods of
scaled movement). The game Portal enables to create “wormholes” for portal jumps, which would be impos-
sible in real world. Spicer et al. (2017) discuss some challenges and opportunities of 3D Uls for mixed reality.

However, the range and other 3D UI solutions are still being studied and deviced (see e.g., Esmaeili et al.

2020).

As the desktop metaphor is not well suited to interacting with XR, several new metaphors have been formed
for 3D Uls. Hand gestures are used in many proposed 3D Uls. As with gestures and deaf sign languages in
general, there is no universal gestural vocabulary or a 3D UI standard. Simple gestures such as pointing are

self-evident, but usually each system has its own set of gestures and convention for the meaning of specific
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gestures. Due to human memory and other limitations, there can’t be too many gestures to learn and to

memorize. Suitable feedback confirms the gestural action and helps the user with the system.
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3. Core Multimodal Interaction Techniques

In this section we will focus on the most common modes of interaction in XR, excluding standard visual and
audio properties, perception, and interaction, which are covered in SoA reports from other HUMOR partners.
We will cover interaction modalities, such as auditory interfaces, gaze interfaces, gestural interfaces, and haptic
interfaces. In section 4 we will also briefly discuss some other, rarely used or currently experimental modalities

such as BCI, taste and scent, which have potential to be used more widely in XR in the future.

One important recent development in multimodal interaction is the role of artificial intelligence (AI), which
can perform many tasks especially in visual domain. Al-based systems can e.g., render realistic synthetic
scenes and humans, or recognize scenes, people, text, products, or emotions. For example, Microsoft has
developed a Seeing Al (https://www.microsoft.com/en-us/ai/seeing-ai), which can describe the world around
the user. It is helpful e.g., for blind and visually impaired users. In a similar vein, Google Project Guideline
has helped a blind man to run solo (https://blog.google/outreach-initiatives/accessibility/project-guideline/).
Al approaches are becoming commonplace also for other senses, and this may have seminal implications on

the development of multimodal user interfaces.

3.1 Auditory interfaces
Auditory interfaces can be utilized in XR, and they come in many forms (Freeman et al. 2017). The audio can
be ambient, directional, musical, speech or sonic. They do not match to every context or usage situation due

to e.g., annoyance, privacy, or noise. There are also bone conduction headsets, which leave ears free.

Virtual reality simulates real or fictional environments. Audio in VR can therefore be split to two, audio which
simulates sounds in the virtual space and audio which acts as an element of interaction. When interaction is
part of the virtual world, sound can be an instance of both categories. In AR, similar use of sound is possible,
but the presence of real-world sounds must be considered in all design. In addition, augmentation can be done

in form of sounds. This is not common approach but there is significant potential.

Audio as a medium is public type communication, i.e., everybody in the shared space can hear the sounds in
there. However, most XR solutions utilize headphones, so this aspect is not critical. Audio is a modality, which
can capture users’ attention efficiently, even if their visual attention is somewhere else. Because of this, audio
is often used for warnings. As a modality, audio is temporal; once it is played out, the user cannot go back to

it unless an explicit interaction solution is created. This is different from visual information in many cases.

Sound has a spatial aspect. Human beings can detect the direction of sound using different elements. Two ears
allow to use stereo hearing to position sound to left or right. Sound arrives to the two ears with a slightly
varying timing and intensity, and the human brain can estimate the direction of the sound source from them.
Depending on the direction, the typical accuracy can be a few degrees (in front of the listener) or dozens of
degrees (on the back). Rotating the head can help this process, and blind people typically develop a better

accuracy. Bats even navigate using (ultra)sound echolocation.
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In XR, users’ heads are usually tracked, so supporting this kind of directional hearing is possible when volume
and timing of audio sent to left and right ears is adjusted. However, there are also more complex elements we
utilize to understand where the audio is coming from. The individual form of the ears shapes the frequency
balance of the audio we hear depending on where the audio source is. This enables us to tell whether sound
comes from above or below. Echoes and reverberation can tell us about the size, shape and materials of an
environment. A stone cathedral sounds very different from a room full of pillows. All this makes creating a
realistic spatial audio challenging. This is further complicated by the fact that head-related transfer function is
slightly different in different people, but recent work has studied machine learning to do this personalization
(Miccini & Spagnol, 2020) and various approaches providing results good enough for most uses (Wolf et al.

2020). This allows universal solutions for most applications, but extreme realism requires per user parameters.

Audio can convey information about the environment in different ways. Spatial information can tell about the
shape and materials of the environment and by detecting recognizable sounds we can understand a lot from
our environment. Human voices, especially speech can provide a lot of information (see Speech section for

more), including emotional information.

Human beings are quite limited in how well we can interpret spatial audio. Especially in complex environment
with many surfaces where audio can echo from, a simplified model may be easier and even more natural that
fully realistic spatial audio. Audio is an important part of multimodal interaction, audio and visual modalities
can support each other, visuals helping the interpretation of audio and audio can support awareness of sur-

rounding when visual focus is directed to a specific direction.

Sonification uses nonspeech sound to render complex data. A simple example is to play EEG data with audi-
tory signals in hospitals. Some parameters can be e.g., frequency, pitch, loudness, timbre, temporal structure,
or spatial location. Continuous audio can be used to support awareness of users as people can spot quite subtle
changes is repeating sounds. Audio can also help in fine control of systems, for example while driving a car

people without much conscious effort monitor changes in speed via sound.

Auditory icons and earcons are sounds or audio elements used in interfaces. Icons are sounds which are
similar to real world sounds and their meaning can be understood through this mapping. Earcons are similarly
short sounds but their meaning must be, to an extent, learnt as the meaning is encoded into parameters like

rhythm and pitch.

Music can be utilized in XR in a similar way as in many other media. It can create emotion but communicating

information via music is also possible.

Audio created by user’s actions is a significant part of multimodal interaction in some cases. By hearing things

like button clicks interaction with devices can be more efficient than without.

3.2 Speech

Speech input and output, often referred as voice as well, is one form of auditory information. Apple’s Siri,

Google Assistant, Microsoft’s Cortana, Amazon’s Alexa, and other similar applications can interpret many
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spoken languages, and Al can make it difficult to discern if a remote discussion partner is a computer or a real
person. Nonverbal aspects of speech can also be used. These include emotions, psychophysiological states,

intonations, pronunciation and accents, parameters of a speaker’s voice, etc.

Most VR and AR headsets include audio input, and all have audio output support. Speech technologies include
speech recognition (speech to text), speech synthesis (text to speech), speaker recognition and identification
and emotion recognition from speech. All of these have developed greatly in the last decades and several
companies including Google and Nuance provide speech and language technologies for numerous languages.
The quality of speech recognition especially has evolved to a level where it can be applied to various domains.
Deep neural networks play a significant role on it (Alam et al. 2020). In overall, speech technologies have
reached such maturity that speech-based interaction is now possible in many, even if not most, domains and

situations.

There are several main motives to use speech in XR environments. First, voice input provides both hands and
eyes free usage. This is particularly important in professional settings where users are typically focused on the
task at hand, and the benefits of XR are most obvious in tasks where hands-on activities are performed, and
user’s hands — and usually eyes as well - are thus occupied. Typical examples include industrial installation
and maintenance tasks (Burova et al. 2020). Second, voice input is efficient and expressive. For example,
speech is an efficient way to communicate selections from large sets of possible values which can be cate-
gorized, and people have names for the things they need to talk about. The power of natural language is the
main factor for efficiency, and this applies both for speech input and speech output. Natural languages can
efficiently communicate abstract concepts and relations. In contrast, natural language is weak when one needs
to communicate about direction, distances, and spatial relations. Combination of speech and gestures can, at

best, combine the two modalities to efficient multimodal communication.

As an output, speech can be relatively slow if large amounts of content are played out to the user. Most people
can read faster than talk or listen. However, both listening and reading in XR environments differs greatly from
what we have used to do in desktop and mobile environments. First, rendering of text in XR environments has
its challenges, and in general textual modality is not as efficient in XR environments as in other environments.
Second, typical XR usage scenarios, on the other hand, favor spoken output, since they are often private since

people are wearing headphones, and their eyes are typically focused on other tasks.

Finally, in addition to efficiency and hands and eyes free usage, speech is a very natural way for people to
communicate and it is often preferred over other modalities. Especially if virtual characters are utilized in
virtual worlds, it is expected that communication with them takes place in spoken, natural manner. This
requires, however, not only robust speech recognition, but also sophisticated dialogue modelling techniques.
Luckily, there has been work with (spoken) natural-language dialogue systems for decades, and this knowledge
can be applied for virtual environments. This is also the approach used in the voice assistants, such as Siri. The
resulting human-like conversational embodied characters can be efficient guides in professional applications,

for example.
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Speech and language technologies require data-intensive and substantial development efforts, and therefore
the technology works better with widely spoken languages. Languages with few speakers have varying level
of support and languages with small market potential tend to be lacking support. Finnish, as an example, is a
middle-tier language. While the number of speakers is small, domestic research, overall positive attitude
towards technology and higher than average GDP have made the Finnish language market valuable enough
for, e.g., Google to implement Finnish language support to their solutions. In contrast, variants of Sami

language and even Finnish variant of Swedish are lacking support currently.

In some XR applications, the use environment is challenging for speech. Noisy environments can make both
speech input and output challenging. For example, AR solutions for industrial use need to consider this aspect.
Still, quite often efficient noise-cancelling close-talk microphones are used in this context, which can reduce
the effects of noisy environment even completely, so this cannot be considered as a major challenge in the

long-run.

In speech-based interaction, error management is critical. The user must be kept aware of how the system has
recognized their speech and there must be ways to correct the situation. Error management may take significant
time, reducing the efficiency of voice as an interaction modality. In this respect multimodal interaction, such
as combining voice input with gestures can be efficient. However, since one of the main motives to use voice
input in XR and AR environments is hands-free interaction, this should be done with caution. In this sense,
combining e.g., voice and gaze input might be more viable solution than the typical combination of voice and
gestures. Still, it should be remembered that eyes are usually often needed for hands-free interaction, so

completely auditory interaction might be a viable solution for error correction at least as an alternative.

Speech can also be used to create and describe 3D models and virtual environments. As said, using speech to
specify positions and dimensions is not natural for people so most likely benefits come from specifying more

conceptual and abstract parameters like copying values from other objects and specifying relative values.
For navigation, symbolic navigation, e.g., using place and object names, can be efficient via speech.

Speech has the most potential in VR when used as an element of multimodal communication. Combination of
speech and gestures is a natural match when gestures are used for pointing and communicating dimensions
and direction while speech communicates more abstract information like operations and relations (e.g., Bolt’s
“Put That There” system). This can be efficient in those interfaces where user’s hands and eyes can be used
for interaction with the virtual environment, e.g., they are not occupied with the main tasks (such as
manipulating the physical world). This is particularly true in AR environments in which the primary task is
often occupying user’s hands and eyes. However, in many virtual environments where tasks resemble real-
world tasks voice can be efficient for other than the main task related interaction. Typical examples include

educational usage (e.g., learning to perform real-world tasks) and remote operation situations.
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3.3 Gesture recognition technologies

Human activity recognition is widely used e.g., in HCI, XR, security, video surveillance and home monitoring.
Tracking physical objects is also important, especially if the user is wearing objects such as handheld control-
lers, HMDs, smart glasses, etc. In fact, user and object tracking is essential for XR. External objects at the

environment can also be tracked.

Gesture recognition is a well-known method for HCI and XR. A tracking system or motion sensing input
device is needed to recognize the moving gestures or static postures and the position and orientation of the
HMD. Modern HMDs embed many sensors for position, orientation, motion, and gesture tracking, and they

can track the user’s gestures and/or hands.

Several tracking technologies can be used for gestural interaction tracking for XR (Cardoso 2019). Kinect
depth camera and Ultraleap tracker popularized gestures for games, HMDs, and for many other applications.
In the recent years, the tracking software and hardware has improved tremendously, and environmental
tracking and hand tracking are possible for a stand-alone HMD. Often computer vision (CV) methods are used

for tracking arms, hands, or fingers. It is convenient, as it often requires no user-mounted artifacts.

Hand or finger tracking is important for most human gesture recognition applications, as it is an essential part
of the natural human communication. Hand gesture recognition and hand pose estimation is very challenging
due to the complex structure and dexterous movement of the human hand, which has 27 degrees of freedom
(DOF). It can also make very fast and delicate movements. Deep-learning-based methods are very promising

in hand pose estimation.

There are many kinds of position and orientation trackers. Sensor fusion combines several of these tracking
methods. One widely used method is a tiny, built-in inertial measurement unit (IMU) for orientation tracking
which often contains accelerometers, gyroscopes, and magnetometers. Optical trackers use light (often IR
light) for tracking. Magnetic (e.g., Polhemus, Razor Hydra) tracking systems use magnetic fields for tracking
and are thus not limited to line-of-sight to any device. Acoustic tracking can also be used to locate an object’s
position. Typically, it uses three ultrasonic sensors and three ultrasonic transmitters on devices. For hand

tracking there are also e.g., various kinds of bend sensors and stretch sensors.

Outside-in tracking uses external devices in fixed locations (e.g., HTC Vive base stations) to optically track
the position (and often also the orientation) of an HMD in real-time. It has a good accuracy and low latency
but has a limited range. Inside-out tracking is built into an HMD, and cameras facing outward from it keep
track of the position, orientation and movement (e.g., Hololens 2, Magic Leap 1, Oculus Quest 2, DecaGear).
It is less cumbersome and spatially limited but may not be very accurate. Typical outside-in base stations can
track only hand-held controllers for gestures, and inside-out tracking does not have a very good accuracy for

hand or body gesture tracking.

A simple and low-cost method to track gestures is to use a single webcam to detect body or hand movements

and gestures, but this method is limited in many ways (e.g., accuracy, occlusions, lighting conditions, etc.).
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RGBD or depth cameras is one category of gesture trackers. They usually contain an RGB camera and a depth

sensor and their outputs are a color image and a depth map.

The depth sensor can be based on many technologies. One way is to project IR light patterns onto the envir-
onment (Kinect 1.0) and calculate the depth based on the distorted patterns. Some cameras emit light and
measure the time it arrives back to the camera (time of flight cameras such as Kinect 2.0, Intel RealSense
D400, etc., or the cameras built into the Microsoft HoloLens 2 HMD). An RGB stereo camera and CV
algorithms can also find out the depth (e.g., Stereolabs ZED 2). Ultraleap Controller and Ultraleap Stereo IR
170 use a stereo IR-camera pair and IR illumination for accurate and latency-free finger, hand and gesture
tracking. It can be used as a built-in or accessory sensor on an HMD. Solid state LIDAR cameras use MEMS
mirror scanning and a laser for high-resolution scanning and they can nowadays be very small (e.g., Intel
RealSense L515 with 61 mm diameter and 100 g of weight). An interesting emerging tracking technology is
the small-size Google Soli and KaiKuTek Inc.’s 3D gesture sensor, which both use a 60 GHz frequency-

modulated radar signal.

Hand-held controllers, data gloves or full-body VR suits can track the user’s movements and possibly also
give some tactile feedback (see the Haptics section). Data gloves or full-body VR suits (see Section on Haptics)
can be more precise than cameras, and often they do not require a line-of-sight to cameras, but a user must put
them on, wear and possibly also calibrate before use. They may have hygiene problems for multiple users,
especially in times of pandemics. They may also be tethered and have more limited operational range than e.g.,

with camera-based methods.

There are some advanced hand-held controllers such as Valve Knuckles, which have a large set of various
built-in sensors, including grip force sensor and finger tracking. This enables many advanced features with the

controllers. DecaGear V1 hand-held controllers (DecaGear 2020) can also track these advanced features.

Some scenarios and upcoming products propose to move the 3D rendering to the cloud employing 5G net-

works. This would free the local processor to focus much more on tracking and thus reduce the tracking latency.

There is a massive literature on gesture tracking methods employing CV-based and other methods. Rautaray
& Agrawal (2015) made a survey on CV-based hand gesture recognition for HCI. Cheng et al. (2015) made a
survey on hand gesture recognition using 3D depth sensors, 3D hand gesture recognition approaches, the rel-
ated applications, and typical systems. They also discuss deep-learning-based methods. Vuletic et al. (2019)
made a review of hand gestures used in HCI. Chen et al. (2020) made a comprehensive and timely review of
real-time sensing and modeling of the human hands with wearable sensors or CV-based methods. Alam et al.
(2020) provides a comprehensive survey on intelligent speech and vision applications using deep neural net-
works. They also summarize on running deep neural networks on hardware-restricted platforms, i.e., within
limited memory, battery life, and processing capabilities. Beddiar et al. (2020) review and summarize the
progress of human activity recognition systems from the computer vision perspective. HCI and CV have

traditionally been two distinct research communities.
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Most of the CV-based hand gesture recognition approaches are either 3D model-based methods or appearance-
based methods. Furthermore, most of the CV-based systems have three phases: detection, tracking and recog-
nition (Rautaray & Agrawal 2015). In special cases, e.g., custom-colored or reflective gloves or other props

may improve the CV tracking accuracy.

Motion capture

Motion capture (Mo-cap) trackers are designed to record the position and orientation of human bodies or ob-
jects, usually in real time. Motion capture is mainly used in medical or sports applications, film making, TV
studios, etc., and it is not widely used for common HMD users (even though beacons or cameras may track
e.g., the HMDs or hand-held controllers). Mo-cap devices usually track acoustic, inertial, LED, magnetic or
reflective markers, or a combination of these. Some systems use active markers that emit light, some use pas-
sive (optical or magnetic) markers, and CV-based markerless systems are also being developed. The most
common Mo-cap types are optical (e.g., Vicon) or magnetic (e.g., Polhemus) tracking systems. Acoustic track-
ing or full-body suits can also be used. While motion capture solutions can provide high-resolution data
(millimeter level or better) with good data rate (many systems provide about 200Hz or more), the systems
usually require calibration and wearing markers. This means motion capture can be used in prototyping but

rarely in end user applications.

3.4 Gestural interaction in XR

On a general level, manual gestures can be split to mid-air gestures, gestures done with hand-held devices and
touch-based gestures. In XR the mid-air gestures and gestures done with hand-held controllers are in many
cases the same and they play often significant role but use of buttons often makes interaction more explicit
than fully natural mid-air gestures. Some of controllers and HMDs have touch pads which allow touch-based
gestures. However, rarely are complex gestures with these used. However, already simple swipes increase the
interaction vocabulary of such devices. Current hand-held controllers utilize mostly wrist rotations, but pen-
type devices can potentially support more precise and faster movements (Li et al. 2020). In addition to manual
gestures, facial gestures are important especially in human-human interaction. Detecting facial gestures is done
in various prototypes to support remote collaboration in VR. Gaze is an important element of human-human
communication, as dyadic and triadic gaze provide insight to attention of other people. See dedicated chapter

for details about gaze. Facial gestures are not, at the moment, widely used as explicit input to the system.

Tracking the user’s movements and postures (see Section 3.3) form the basis for the gesture-based interaction.
Gestural interaction can be used in many settings, e.g., in homes, offices and surgical operation rooms. Smart-
phones, tablets, laptop and desktop computers can also interpret user gestures with their sensors. The short sci-
fi movie World Builder (https://www.youtube.com/watch?v=VzFpg271sm8) shows an illustrative example of

how gestures could be used to build a life-like virtual environment.

Hand, body, or head gestures can be used for human-to-human or HCI interaction and are very helpful or even

essential in many contexts. Deaf sign languages (of which there are many) are one specialized example.
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Pointing with hands or index finger is a method learned already in early childhood. The finger is an intuitive,
convenient, and universal pointing tool, which is always on and available. It is used across all cultures and
does not require any literacy skills. The meaning of some gestures varies across cultures, e.g., waving goodbye
in Europe means “come here” in India. The gestures may also have emotional, social, cultural, and other

meanings and levels.

Bolt’s “Put-That-There” (1980) was an early multimodal interface combining gestural interface with speech
input. It enabled pointing at an object on a screen with a hand and giving commands with speech, for example
“Put that there”. This is an example of deictic gestures, i.e., pointing indicating objects and locations. Deictic
gestures are natural for people and they are actively studied in VR context (see e.g., Mayer et al. 2020; Hen-
rikson et al. 2020). In VR, there are two common ways to implement points, cursor-based relative pointing
where hand movements move cursor and ray casting, where a ray is drawn through two points in user’s body,
e.g., from shoulder to wrist. While relative pointing works on displays, in immersive environments ray pointing
is usually utilized and often it is also visibly shown to the user. Another early work were Krueger’s installations
since the 1970’s (Krueger et al. 1985) which enabled to interact with visual art using viewer’s body move-

ments.

Gestures and postures have been used in VR solutions for decades as hand-held controller with tracking tech-
nology have been utilized in many systems and are standard in most systems today. In AR systems, gestures
are also common but rarely utilize controllers. In an early work Mann (1997) presented a finger mouse for a
head-mounted camera and display. It enabled control of a cursor with a finger, allowing the user to draw
outlines of objects. Finger pointing was used also in an interface for wearable computing (Starner et al. 1997).
It allowed the user to replace a mouse with his/her finger. Finger pointing was used e.g., to control the local

wearable computer’s pulldown menus or draw an image.

Gestures are commonly used in VR interaction since they match the immersive nature of VR experiences.
Direct touching and pointing are natural ways to interact in immersive virtual reality, especially when the user
is standing, and locomotion is by walking. However, interaction does not need to be a replica from reality, but

it can use more powerful and flexible methods (see section on 3D Uls).

Gestural interaction is often used with XR. In fact, it is usually even more important for XR than HCI. One
early work on a gestural Ul with computer vision-based hand tracking for HMD was Kolsch et al. (2006). Li
et al. (2019) made a review on gesture interaction in virtual reality. Chen et al. (2017) compared gestures and

speech as input modalities for AR. They found that speech is more accurate, but gestures can be faster.

Superwide field-of-view (FOV) on HMDs conveys peripheral information, improves immersion, situational
awareness, and performance (Ren et al. 2016) in some tasks and is generally preferred by audiences. It has
also an impact on user interfaces and interaction. There are some recent superwide FOV HMDs, both academic
(e.g., Rakkolainen et al. 2017) and commercial superwide FOV HMDs (e.g., Pimax 8K, StarVR One). Gestures
with them can be much wider than usually, but this is a relatively little researched field. Ultraleap Stereo IR

170 is capable of tracking 170x170° FOV and it has also a longer tracking range (10cm to 75cm).
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3.5 Locomotion interfaces

Locomotion interfaces enable users to move around in a virtual space and make them feel as if they indeed are
moving from one place to another (Olivier et al. 2017). The user can e.g., fly on a flight simulator or walk or
bike in a virtual environment, when in reality she is just moving on a pneumatic platform, treadmill or on a
similar VR motion platform. It is also possible to trick a walking user visually in VR to feel that she is walking

straight when she is actually walking in circles.

In the last few years, locomotion interfaces and tracking have progressed substantially. Applications that re-
quire users to traverse virtual space often relay of existing tools such as teleportation, astral body projection,
blinking, tunneling etc., however each technique may have its issues especially with respect to motion sickness.

This is because in a typical implementation the system is using head or hand-based locomotion.

Using the controllers or headset to navigate can be awkward and may confuse the user. Recently, wearable
devices and sensors coupled with HMDs provide hip-based tracking (e.g., DecaMove sensor (DecaGear 2020)
to clip on pants or belt). Hip tracker can not only make inverse kinematics and body tracking easier but also

reduce motion sickness by using hip-based locomotion over hand / head-based locomotion.

Locomotion by walking has been found to support user’s spatial understanding and help way finding. An
approach which has received significant amount of interest is redirected walking where limited space to walk
is used so that the virtual environment is distorted to make the user walk within the physical limitations. This
way the user feel she is walking the virtual environment and receives most of the benefits (immersion and
spatial understanding) of real walking while reasonable physical space is used. For example, IEEE VR
conference had a dedicated session on the topic (“3DUI - Navigation - Redirected Walking”). Similar enhanced

experience has been made also for jumping in VR (Havlik et al. 2019).

Other ways to locomotion by walking are treadmills, where the user can walk naturally while the floor below
her is moving — even to any direction. Yet other ways are curved, slippery walking platforms where the user
walks kind of naturally, but actually stays in the same spot, the user stepping in place, or the user sitting on a
chair and wearing slippers, which can sense movement, thus simulating walking (e.g., Cybershoes for Oculus
Quest, https://www kickstarter.com/projects/cybershoes/cybershoes-for-oculus-quest). Another approach is a
“VR hamster ball” VirtuSphere, which fully surrounds the user, enables to walk to any direction. Large robotic
arms carrying the seated user is one way to create wild sensations of motion. Various locomotion platform

products include Kat walk (https://www.kat-vr.com/pages/kat walk c), Infinadeck (https://infinadeck.com/),

Omnideck (https://www.omnifinity.se/), Stewart platform (https://en.wikipedia.org/wiki/Stewart platform),
and 3dRudder (https://www.3drudder.com/).

Audi Holoride (2019) is a gaming/VR platform for backseat passengers. Instead of causing motion sickness
on top of carsickness, it takes advantage of the stops, accelerations, bends, and other movements of the car,
and transports them to the virtual environment. The motions of the virtual world and the car are in sync. Hence

the car becomes a locomotion platform. It even seemed to reduce any symptoms of motion sickness and nausea.


https://www.kat-vr.com/pages/kat_walk_c
https://infinadeck.com/
https://www.omnifinity.se/
https://www.3drudder.com/
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Boletsis (2017) has done a recent review of different locomotion techniques. Fig. 5 shows the current loco-

motion techniques found for the review.

Human joystick; 2 / Chair-based; 3
Head-directed; 3 | il Real-walking; 9

Reorientation; 2

Arm swinging; 3

Redirected

walking; 9 Walking-in-place;

17

Point & teleport; 3

Gesture-based; 7

Figure 5. A survey of current locomotion techniques (Boletsis 2017).

Controller / joystick; 15

3.6 Gaze

Humans use gaze to study their environments, to look at objects and (sometimes) to communicate with others.
Eye tracking means using (various) sensor technologies to identify the locations and objects that the gazer is
looking at, or a sequence of such gaze locations. Knowing that, the eyes can then be used as a control tool in

HCI or as an indicator for understanding the person’s mental state or intentions.

Recent advances in eye tracking technology have lowered the prices and made the technology more generally
available. For example, Tobii is offering a gaming-oriented gaze-tracking product with a price of around 200€
(Tobii 2020). A gaze aware game will know what the gamer is paying attention to and may adapt the game

content and interaction possibilities based on gaze behavior.

Gaze can be utilized in HCI in various ways. Gaze can be used to infer the user’s interests based on gaze
patterns (as above), or gaze can be used to provide specific commands. Users’ interests depend on the indivi-
duals, context, tasks, culture, etc. Fig. 6 depicts the heatmaps (visualizations of gaze concentrations) of Korean

and Finnish viewers of the Korean scene.
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Figure 6. A Korean scene on the left have different fixation point distributions in the Korean (middle) and
Finnish (right) viewers. The Korean viewers seem to concentrate on the people around the front table, while
the Finnish viewers are also looking at the Kimchi preparation, which they probably are unfamiliar with
(Isokoski et al. 2018).

As eye is primarily used for sensing and observing the environment, using gaze as an input method can be
problematic since the same modality is then used for both perception and control. The tracking system needs
to be able to distinguish casual viewing of an object from intentional selection act, in order to prevent the
“Midas touch” problem where all viewed items are selected. A common method to prevent erroneous activa-
tions is to introduce a brief delay, “dwell time”, to differentiate viewing and gaze-control (Majaranta et al.
2009). The user needs to stare the object, at least, for the duration of the dwell time to activate it. Blink and
wink detection can also be used as control tools in gaze interaction (Kowalczyk & Sawicki 2019). In multi-
modal settings also other control methods, such as body gestures (Schweigert et al. 2019), audio commands
(Parisay et al. 2020) or a separate physical trigger (Nukarinen et al. 2018b), can be used to activate a gaze-

based selection.

There are three commonly used methods to utilize gaze as an explicit command: dwell-select (described
above), gaze gestures (Hyrskykari et al. 2012), and smooth-pursuit-based interactions. Dwell-select is based
on long fixations on a target in order to select and activate it. Gaze gestures are based on system recognizing
a sequence of rapid eye movements (saccades) that follow a specified pattern to activate a command (Drewes
& Schmidt, 2007; Istance et al. 2010). The sequence needs to be such that it doesn’t often occur naturally while
casually viewing the environment. Finally, the smooth pursuit interaction is based on recognizing a continuous
movement of gaze while tracking a specific moving target (Vidal et al. 2013; Esteves et al. 2015). The system
deduces that if the gaze follows a similar trajectory to that target, there is a match, and a selection or a (target
specific) command is triggered. Recent example of pursuit-based selection in VR is a study by Sidenmark et

al. (2020).

Several technical solutions have been developed for tracking eye movements (Duchowski 2007) and defining
gaze position, or gaze vector (Hansen & Ji 2010). The most common method is analyzing a video image of the
eye, using video-oculography (VOG). For each video frame captured by a camera located somewhere close to
the user’s eye, the tracking software detects several visual features, such as pupil size, pupil center, and so on.
VOG-based trackers typically require a calibration before the gaze point can be estimated. The VOG system
fits naturally to HMD as the cameras can easily be installed close to the display elements facing the user’s eye.

In addition to VOG, eye movements can also be detected by electro-oculography (EOG), based on the cornea-
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retinal potential difference (Majaranta & Bulling 2014). EOG systems require the sensors to touch the skin
close to eyes, which is possible to arrange in HMDs. EOG is most useful in detecting relative eye movements

(e.g., gaze gesture recognition) when the exact point-of-gaze is not needed.

Eye tracking has been studied for a long time, and gaze control has a long history as an input method for
human-technology interaction (e.g., Hutchinson et al. 1989). At first the gaze interaction method was mostly
used for special purposes, like typing tools for disabled (Majaranta & Réiha, 2002) who couldn’t use other
methods, but through an active research and affordable new trackers gaze-based interfaces can now be included
in many new devices. Through research it has been demonstrated how eye tracking could enhance the
interaction with mobile phones (Rozado et al. 2015), tablets (Holland & Komogortsev 2012), smart (watches
(AKkKkil et al. 2015), smart glasses (Zhang et al. 2014) and public displays (Zhang et al. 2013).

Recent development of the gaze tracking in VR have made it easy to study gaze behavior in a virtual environ-
ment (Clay et al. 2019), There are already several commercial HMDs with integrated eye trackers (e.g., HTC
Vive Pro Eye, Fove, Magic Leap 1, Varjo, HP Reverb G2, Pico Neo2 Eye), and eye tracking is expected to
become a standard feature. For mixed reality use the gaze-based input has been used in studies with HMDs
(e.g., Piumsomboon et al. 2017; Nukarinen et al. 2018; Nukarinen et al. 2018b). Also, Meissner et al. (2019)
have used gaze tracking in VR to study shopper behavior. Using virtual reality-based system makes it extre-
mely easy and fast to modify the shopping environment for straightforward comparison trials. Tobii (Tobii
VR, 2020) and Varjo (Varjo Eye Tracking in VR, 2020) are providing integration tools for gaze data collection
and analysis for VR-based use cases. Burova et al. (2020) utilized gaze tracking in development of AR solu-
tions using VR technology. By analyzing gaze, it is possible to understand how AR content is perceived and
check also real-world related aspects like safety of AR use in risky environments. Such safety issues can be
found early with a VR prototype. Also, Gardony et al. (2020) discuss how the gaze tracking can be used to
evaluate the cognitive capacities and intentions of users to tune the Ul for improved experience in mixed reality

environments.

While the focus of gaze interaction studies has usually been in intentional control of HCI using gaze, the
research interest for other use cases is steadily growing. As described in the game example and in the shopping
example above the computational systems can utilize the gaze data also to “know” of the user's attention or
interests, and optionally to adapt to that. Other examples could be that the system might notice user confusion
by following gaze behavior (Sims & Conati 2020; DeLucia et al. 2014) and offer help, recognize cognitive
state of a person (Marshall 2007), make early diagnoses of some neurological conditions (Boraston & Blake-
more 2007) or analyze the efficiency of advertisement (Dreze & Hussherr 2003). Human gaze tracking consti-
tutes an important part of the vision of Augmented Human (Raisamo et al. 2019). In a way, humans also

analyze (often unconciously) other people’s interest or state-of-mind by their gaze behaviour.

Research on gaze Uls is often divided into research on gaze-only Uls where only gaze information is used for
input, gaze-based Uls where the gaze information is the main input modality, and gaze-added Uls where gaze

data is used to add functionality on an otherwise functional Ul. For example, in gaze-controlled assistive sys-
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tems, gaze-based interaction is the main (sometimes the only) method of communication and control (Maja-
ranta & Raihd 2002). Alternatively, information from the user’s natural gaze behavior can be exploited subtly
in the background as an input channel in attentive interfaces in a wide variety of application areas (Hyrskykari
et al. 2005; Hansen et al. 2005). The research on HMD integrated gaze tracking naturally falls into the latter

category as all the other input modalities are also available.

One example of how gaze data can be used for human behavior analysis in industrial tasks is presented in
Burova et al. (2020). As seen in the figure below, gaze data can be used to identify where industrial personnel
are looking at when they are performing operations. This can be used not only to analyze what users have seen
and in which order, but what they have missed. These can be crucial information in safety critical environ-

ments, since it would be possible to detect e.g., hazardous situations and unsafe working conditions even when

other measures (e.g., task-completion and error rates) show that the tasks have been completed successfully.

Figure 7. Gaze-data analysis applied for an industrial operation.

3.7 Haptics

Haptics is an integral part of our lives and activities. Humans use the sense of touch to grasp, explore, walk,
and manipulate in the real world. The sense of touch is delicately and marvelously built, it is a very complex
system, and it pervades the whole body. It comprises of cutaneous inputs from the various types of mechano-
receptors in the skin and kinesthetic inputs from the muscles, tendons, and joints. It provides updated infor-
mation, e.g., on 3D shape and texture of objects, the position of the limbs, balance, and the muscle stretch
(Biswas & Visell 2019). Mechanoreceptors have various densities in various body parts. The sense of touch

associates a certain tactile stimulation with pressure, vibration, pain, temperature, or pleasure.

Haptic devices are an interface for communication between human and computer. The sense of touch must be

artificially recreated, e.g., in interactive computing, virtual worlds and robot teleoperation. Mechanoreceptors
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in the human body are artificially stimulated to produce expedient sensations of touch. This can enhance real-
ism and human performance. Tactile feedback is usually provided in direct contact to skin, which seems intui-
tive for the sensation of touch. Some haptic devices can also provide kinesthetic feedback which can stimulate
muscles, joints and tendons as well as the skin receptors. Many technologies can be used, e.g., tactile gloves,
exoskeletons or proxy devices. There are several surveys on haptics in general (e.g., Culbertson et al. 2018;
Berjemo & Hui 2017; Choi & Kuchenbecker 2013; Biswas & Visell 2019), and recent surveys on haptics for
VR (Wang et al. 2019).

The fidelity of current tactile display technologies is very rudimentary compared to audiovisual displays or to
the capabilities and complexity of human tactile sensing (Biswas & Visell 2019). The shortcomings of tactile
display technologies amount to several orders of magnitude (Hamza-Lup et al. 2019). Many shortcuts and
approximations must be used in order to mass-produce haptic displays for general use such as device degrees
of freedom, response time, workspace, input / output position & resolution, continuous / maximum force and
stiffness, system latency, dexterity and isotropy. As haptics is a personalized method of interaction, the mass-
produced approach can often create inconsistent outputs. Moreover, interaction devices being developed today
are only able to generate artificially encoded signals to the skin which may also contribute towards lower
information transfer rate and higher cognitive load as compared to visual and auditory modalities. Having said
this, during interaction where auditory or visual modalities are restricted or in conditions where the two
modalities are insufficient at creating an immersive interaction experience, even low-resolution haptic feed-

back can improve user experience substantially.

Moreover, most haptic systems are part of a multimodal interaction platform consisting of audio and visual
components. Similar to these components, haptic feedback also needs to be encoded, generated and delivered
to convey a specific spectrum of information. Like other communication channels, the haptic channel can
either contain unique or redundant information, in any case end-to-end communication needs to happen effec-
tively and with minimum latency to ensure that the multimodal experience is natural and immersive across all
the available modalities. This can be difficult to achieve as devices and components providing the information

may use very different technologies and may relay the information to the user at different rates.

Unlike the auditory and visual information within a multimodal system, haptic feedback consists of artificially
encoded signals which can take longer to encode, generate, and relay to the user (Fig. 8). If this issue is not
accounted for while designing system interaction, user experience can suffer considerably. For that reason, it
is important to understand how haptic feedback is created and relayed to the user in comparison with other

information channels of the system.
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Figure 8. I[llustration of the need for a bottom-up approach to encoding, generating, and delivering multimodal
information to the user.

XR interaction is a prime example of how haptic feedback can greatly enhance the immersion, performance,
and quality of the interaction experience (Wang et al. 2019; Biswas & Visell 2019), but the technology is still
very limited. The lack of realistic and natural haptic feedback prevents deep immersion during object contact
and manipulation. It is very disappointing and confusing to reach toward a visually accurate virtual object and

then feel rudimentary tactile signals (or no tactile signals at all) when picking it up.

Hand-held controllers provide only global vibrotactile feedback, even though they are easy to use, unlike many
specialized and cumbersome haptic devices, gloves, and full-body suits such as Teslasuit. If a haptic device
requires laborious mounting, adjustments, and calibration, it is not very user-friendly and may discourage their
use, but on the other hand, once on, they improve the feeling of presence. Skin-integrated adhesive bandages
or patches (Yu et al. 2019) may provide a less obtrusive approach. Vibrotactile feedback has also been em-

ployed directly on HMDs (e.g., Oliveira et al. 2016; Kaul & Rohs 2017; Nukarinen et al. 2018).

In the following subsections we take a look as some of the promising technologies which can improve tactile
feedback for VR / XR interaction in four key areas: Non-contact; Surface-based or hand-held; Wearable; Multi-

device and full-body interaction.

Non-contact interaction

Current VR / XR interaction uses a mixture of mid-air gestures and various controllers for tracking and deliver-
ing tactile feedback. As the technology improves, para-personal and mid-air gestures may partly replace fixed
hand-held controller and should create a natural and seamless interaction space. However noncontact-based
interaction has a significant drawback: the lack of unobtrusive, tactile feedback. Interaction without it can feel
unnatural and can lead to uncertainty. The ability to ‘feel’ content in mid-air can address fundamental usability

challenges with gestural interfaces (Freeman et al. 2014, 2017).

Effective touchless tactile feedback techniques (Iwamoto et al. 2008; Carter et al. 2013; Long et al. 2014;
Rakkolainen et al. 2020) have the potential to help users interact with virtual environments by improving non-
contact gesture performance and enhancing tactility through touchless haptic space. Using calibrated ultra-
sound (Rakkolainen et al. 2020) or pneumatic (Farooq et al. 2014) transducer arrays, researcher have been

successful at bringing complex 3D virtual objects to the physical space. Mid-air tactile feedback is unobtrusive
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and maintains the freedom of movement. It can improve user engagement and create a more immersive

interaction experience.

Ultrasound haptics creates acoustic radiation force, which produces small skin deformations and thus elicit the
sensation of touch. It has been combined with some 3D displays (e.g., Hoshi et al. 2009) and VR systems
(Martinez et al. 2018; Furumoto et al. 2019). The array can be placed, e.g., on a table in front of the user
(Kervegant et al. 2017; Martinez et al. 2018), or directly on the HMD (Sand et al. 2015b), as depicted on Fig.

9. The user can see objects through an HMD and feel them naturally in mid-air.

Figure 9. Left: Mixed reality ultrasound haptics with the array on a fixed position (Kervegant et al. 2017).
Right: Mid-air ultrasound haptics with the array in front of a VR HMD (Sand et al. 2015).

Research results on perception of mid-air ultrasound haptics feedback suggests that the technique can provide
similar properties as vibrotactile feedback on the perceptibility of frequencies. Early research focused on the
detection of one (Hoshi et al. 2010) or multiple points of feedback (Carter et al. 2013). The sense of touch in
fingers and palms is the most sensitive to vibration of 150 — 250 Hz (Ryu et al. 2010). A good form of mid-air
tactile feedback for a button click is a single 0.2 s burst of 200 Hz modulated ultrasound (Palovuori et al. 2014).

The minimum distance on the skin that is required to recognize the position difference between a projected
visual point image and a tactile stimulation is about 10 — 13 mm regardless of the stimulation patterns (Yoshino
et al. 2012). The average localization error of a static point is 8.5 mm (Wilson et al. 2014). Stimulation of
multiple points along the trajectory, longer durations (50—200 ms) and longer traveling distances (>3 cm) all
improve movement perception. Raza et al. (2019) presented a perceptually correct haptic rendering algorithm

which is independent of the hardware.

Several aspects of the use and interaction of mid-air ultrasound haptics have been researched. Carter et al.
(2013) provided multi-point haptic feedback above an interactive screen. The transducers were under a front
projection screen, which allowed ultrasound to pass through it. A similar visioacoustic screen (Yoshino &
Shinoda 2013) allowed ultrasonic pressure to pass through it while back-projecting light on screen. They also
presented two interaction layers: a guide layer for hand guidance, and an operational layer near the screen for

button presses etc. Mid-air haptic shapes are not easily identified even after a learning phase (Rutten et al.
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2019). Linear shapes are easier to recognize than circular shapes, and increasing age decreases tactile sensi-
tivity.
An interactive system (Matsubayashi et al. 2019) enables a user to manipulate 3D object images with multiple
bare fingers receiving haptic feedback. It improves the recognition of the object surface angle and position and
it enables the user to hold and move the object easily even if it is not visible. In the future, flexible printed
circuit technology could enable very thin and transparent ultrasonic emitters (Van Neer et al. 2018), which
could possibly even be pasted onto a visual display. The printing technology can also bring down the cost

significantly.

Surface-based or hand-held interaction

Although VR / XR interaction space may not require direct physical contact, most haptic systems rely on
surface-based interaction to track and deliver vibrotactile feedback. Devices such as touchscreens and smart
surfaces augment virtual objects and environments into physical space to create mixed reality interaction.
System such as the Haptic Stylus (Farooq et al. 2016) use discrete point on the touchscreen to locate and tract
interaction and subsequently deliver tactile and kinesthetic feedback to the user in combination with visual and
auditory modalities. Similar to inertial-based interaction through standalone 3D devices (Phantom, Falcon etc.)
used in conventional VR / XR system, the Haptic Stylus approach regulates a physical manipulandum linked

to the virtual environment.

Smartphones have also been utilized as either interaction tools (Desai et al. 2017) or the core platform (Chuah
& Lok, 2012) for VR / XR interaction. Initiatives such as Google’s Cardboard VR, Samsung’s Gear VR, and
Apple AR kit extend the onboard resources of a conventional smartphone to become a platform for consuming
VR / XR content. The onboard visual, auditory, and haptic interaction environments, although limited (Poke-
mon Go), can serve as a rudimentary window into creating experience not possible before, without dedicated
hardware. This type of interaction has been researched to extend VR / XR to multiple devices and use cases.
The hybrid approach taken by Brown University researchers (Portal-ble system) utilizes visual interface of a
mobile device but instead of using the touchscreen as the point of interaction, the system uses rear-mounted
sensors to track the user’s hands in real time. Essentially, the mobile device becomes a window into the virtual
environment and the users can reach out and interact with the virtual environment (Qian et al. 2019). Although
this implementation may improve visual interaction, it takes away the highly informative haptic feedback
needed to interpolate virtual objects. Similarly, in other implementations where smart surfaces or touchscreens
are used to create AR / XR experiences, haptic interaction either takes a back seat or becomes so impractical
an interaction mode that it is substituted with visual and auditory modalities, thus drastically reducing the
immersive experience. This means that dedicated hardware needs to be developed to communicate with the
main device (smartphone, tablet, etc.) and generate the necessary haptic signals required for meaningful user

interaction in VR / XR environments.

Other techniques such as “inForce” at MIT lab use projection (Nakagaki et al. 2019) displays to overlay the

user’s physical workspace by augmenting virtual objects and environments whereas, tangible objects carefully
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selected for the interaction experience provide tactility needed to complete the immersion process. Similar
techniques have been used in various mixed interaction environments from creating augmented eating experi-
ences (Allman-Farinelli et al. 2019, Daniel et al. 2019, Stelick et al. 2018) to complex training procedures
(Kaluschke et al. 2018, Brazil et al. 2018, Karafotias et al. 2017). However, the techniques either require
custom designed interaction surfaces or novel hand-held devices which need to be mapped to the virtual envir-
onment in real time to provide meaningful tactile or kinesthetic experiences in combination with visual,
auditory, and even olfactory feedback. One example of this is the PlayStation 5 dual sense controller (Doucet
etal. 2020) which allows the user to experience various kinesthetic (through adapted trigger buttons) and tactile
signals (through individually actuated wings) overlayed on to the game mechanics and environment. However,
this implementation needs a dedicated layer of encoded haptics on top of the visual and auditory feedback
layer, which requires additional information from the developers. For that reason, encoding the relevant infor-
mation across the different multimodalities needs to be done in such a way that no one output overpowers the
rest. Moreover, immersive interaction experiences can only be created if the interaction engine and feedback
devices (Fig. 8) need to encode and deliver the calibrated signals to the user for a natural multimodal

experience.

Wearable device interaction

Due to the challenges in providing direct mid-air actuation for VR / XR interaction, wearable devices have
been used to indirectly relay tactile and kinesthetic information to the user. Conventional wearables such as
gloves, rings, wristband, and watches can serve as an always-on interface between events and triggers within
the virtual environment and the physical space. Using Bluetooth LE connections and integrated actuation
components and drivers these devices are an ideal platform to relay basic tactile feedback. In some cases (fit-
ness tracker, and rings), the onboard sensor can also provide tracking or movement information which can be
relayed to the VR / XR central device to improve the overall experience. However, as these devices are not
designed to provide rich complex actuation signals to the users, in most cases their haptic output is limited.
Moreover, due to their size and smaller onboard batteries, these devices cannot reliably generate sensible feed-
back signals for extended sessions. And lastly, most devices utilize wireless connections that prioritizes effi-
ciency rather than low latency reliable actuation feedback, which essentially translates to unreliable haptic

output compared to auditory and visual experience (Fig. 8).

On the other hand, gloves that track the user’s movements in virtual environments and deliver tactile / kines-
thetic feedback to one of the most sensible part of the body in real-time are an ideal tool to support VR / XR
interaction. However, existing haptic gloves either restrict the natural motion and maximum output force of
the hand or are too bulky and heavy to be worn for extended interaction session (Ma & Ben-Tzvi 2015). To
develop reliable experiences using a haptic glove, the design and implementation needs to keep the heft of the
glove down and yet maximize the workspace and force output range. Until a few years ago the only reliable
force-feedback gloves were the CyberGrasp™ of Immersion Corp (now CyberGlove Systems) (Turner et al.
1998) or the Master II of Rutgers University (Bouzit et al. 2002). These and other similar prototype devices

used DC motors, artificial muscles, shape memory alloys or dielectric elastomers to create finger movements
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and tactile simulation on the hand. However, as VR / AR interaction has become more mainstream, private
companies have started developing their own adaptations of the haptic glove. Companies like HaptX, VRgluv
and Tesla have developed complex exoskeleton-based force feedback devices that are reliable and manageable

for extended interaction session.

These devices boost five finger interaction and wireless solutions with enhanced degrees of freedom (5-9 DoF)
and can concurrently provide actuation and tracking. The exoskeleton approach ensures that sufficient force
feedback can be generated for a natural and immersive experience in most VR / XR environments. However,
as with most cutting-edge technologies, these devices have some limitations. Firstly, most of these devices are
work-in-progress and lack reliable driving software to integrate conventional VR / XR environments. Custom
haptic encoding and tactile layers need to be added to virtual environments to control each device. Moreover,
most of the devices lack the ability to sense environmental and user specific forces being applied during the
interaction, which can make them susceptible to overdriving the motor mechanism that provides the force
feedback component. Furthermore, even though some of these devices use lightweight alloys (magnesium,
fiberglass etc.) the exoskeleton structure means that users still need to wear and manipulate gloves weighing
500g (each) or more which can become difficult during longer interaction sessions. And lastly, as most of these
commercial products have not been extensively tested, results on user perception and long-term user experi-
ence are still limited. However, the available technical specifications suggest that the current development of
haptic gloves have the potential to create more immersive and natural feedback experiences for VR / XR
interaction than has been previously available. Table 1 is a collection of current and upcoming devices and

their technical specifications to illustrate the development in the area of haptic gloves.
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Table 1. A list of currently available haptic gloves and their prototype specification for VR / XR interaction
(adapted from Jérome & Emmanuel, 2018).

@ o L C 3
Device Type _E" g Actuator & & @ ki - :%D @ £ % °
| @ °o 83| 29| 2 @ 59
| = cH S| EE| 8 | 2| 2%
Gloveone Glove 5 yes Electromagnetic no yes yes 10 [ na 499 €
AvatarVR Glove 5 yes Electromagnetic no yes yes 10 | na 1,100 €
Senso Glove Glove 5 yes Electromagnetic no yes yes 5 na $ 599
Cynteract Glove 5 yes Electromagnetic yes no yes 5 na na
Maestro Glove 5 yes Electromagnetic yes yes yes 5 590 na
GoTouchVR Thimble | 1 yes Electromagnetic no yes no 1 20 na
Tactai Touch Thimble | 1 yes na no yes no 1 29 na
CyberGrasp Exosk. 5 no Electromagnetic yes no no 5 | 450|$ 50,000
Dexmo Exosk. 5 yes Electromagnetic yes no no 5 320] $ 12,000
HaptX Exosk. 5 no Pneumatic yes yes yes na | na na
VRgluv Exosk. 5 yes Electromagnetic yes no no 5 na $579
Sense Glove DK1 Exosk. 5 yes Electromagnetic no no no 5 300 999 €
HGlove Exosk. 3 no Electromagnetic yes no no 9 | 750] 30,000 €
Noitom Hi5 Glove 5 yes Electromagnetic no yes | yes 9 105| $999
Sensoryx VR Free Glove 5+5] yes Electromagnetic no yes yes 10 [ na 600 €
Bz::(r)obotics E—i)l(cc:\_/es 5+5]| yes Electromagnetic yes yes | yes 11 | 300 na
Tesla Glove Exosk. 5 |vyes ie_:,c;irfprgj/gf?nzt;: yes yes | yes 9 300| $ 5,000

Multi-device and full-body interaction

Another method of providing tactile and force feedback is to use multiple wearable devices that either interact
with each other or communicate with the Interaction Engine (Fig. 8) to provide a comprehensive haptic expe-
rience. Some systems utilize this type of feedback (Lylykangas et al. 2015) to create mimicking movements
between users while other adaptations (Ramirez-Fernandez et al. 2015) are designed for limb motor therapy
and to improve performance and generate a lower mental workload. In most cases the systems are untethered
to each other and serve as a haptic interface between the Interaction Engine and the wearer. Some adaptations

of this technology can create large-area stimulation through smart clothing (Lindeman et al. 2004) or through
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small puck-like devices known as AHDs (Autonomous Haptic Devices) that can be attached to any part of the
body (Farooq et al. 2020). However, these techniques do not provide full-body tracking and interaction which

can be very useful in complex VR / XR environments that are designed for complete immersion.

Full-body motion reconstruction and haptic output for VR applications can enable natural interaction and a
much higher level of immersion (Kasahara et al. 2017). VR applications which aim to increase the feeling of
presence in VR (sense of being) need to be able to track full-body movements of the user and provide real time
feedback throughout the body (Jiang et al. 2016). Research by Slater and Wilbur (2016) illustrate that VR /
AR immersion requires the entire virtual body whereas presence requires the user to also identify with that
virtual body (virtual self-image). In other words, for a high sense of presence, the users must recognize the
movements of their virtual body as their movements and be able to sense the interaction in real-time to achieve
virtual immersion (Caserman et al. 2020). Recent research is using motion capture technologies to create
realistic user models for VR applications however, the tactile and kinesthetic feedback associated with these
models is very limited. If the purpose of creating authentic virtual representations of the user is to increase

immersion, the lack of haptic feedback can severely hamper this goal.

To solve this issue research into full-body haptic stimulation is being carried out focusing on wearable clothing
(Table 2). Although there are a number of wearable tracking solutions (PrioVR, Perception Neuron2.0, Smart-
suit Pro, Xsens, etc.), most of them only focus on tracking and sensing full body or joint movements. However,
some startups and research labs are stepping in, to develop and promote full-body vibrotactile and kinesthetic
feedback solution using electromagnetic and microfluid technologies. Some of the solutions are still work in
progress whereas many are extensions of other wearable devices (i.e., gloves). Next is a list of some of these

systems that are currently available or publicly shared.
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Table 2. A list of currently available full-body haptic suits and their specification for VR / XR interaction.

Device Coverage Tracking | Feedback type | Haptic library Dev. API HMD Price
platform ($)

Nullspace VR | 32 Independent Yes Vibrotactile (via | Fixed 117 Unity 3D Multiplatform 299
zone (chest, Bluetooth & effects with with 31 party (vest
abdomen, wired) customization tracking only)
shoulders, arms effects editor
& hands)

Tesla Suit Fullbody suit, Yes, with EM Vibrotactile Customizable Unity 5 & Multiplatform 13,000
80 embedded Biometrics | (via Bluetooth) from 1-300Hz, Unreal )
electrostatic with 10 MC 1-260ms & Engine 4 (suit &

gloves)
channels sensors 0.15amp per
channel
Axon VR / Full body suit, Yes, Vibrotactile Customizable Unity 5, Multiplatform N/A
HaptX gloves, and pads magnetic micro-fluidic temperature, Unreal enter-
motion technology with | vibration, Engine, prise
tracking force feedback motion, shape, Steam VR solution
exoskeleton and texture HaptX SDK
rendering

Tactsuit Full-body suit, Yes Vibrotactile Customizable Unity 5, Multiplatform | x16=299

(bHaptics) gloves, pads, actuators (via Unreal
and feet guard Bluetooth LE) Engine X40=499

o ) (pre-
upto 70 indivi- (comes in 2
dual zones (x16 versions: x16 & orQer
or x40) X40) price)

Rapture VR HMD and Vest Yes Vibrotactile N/A Unity 5, Only for VOID N/A
by uploadVR Unreal Experience

Engine

Synesthesia Vest, gloves, & Yes Vibrotactile Customizable PS VR, Multiplatform Under

Suit pads with 26 (Triggered Unity 5, including develop
active zones alongside audio | Unreal PlayStation ment

feedback) Engine

Haptika Gloves, vest, No Vibrotactile Customizable No Multiplatform N/A
pads

HoloSuit Glove, jacket & Yes Vibrotactile Customizable Unity, Multiplatform Under
pants with 40 Unreal develop
sensors and 9 Engine 4 & ment
actuation Motion-
elements Builder

Woojer Vest (with 6 cus- No Vibrotactile con- | Customizable Used over Multiplatform Vest
tom actuators 2 trolled through (Triggered any audio- | /open 349
on sides, back audio-based along-side audio | based
and front for signals (1-200Hz | feedback interface strap

) 129
stereo haptics) range) over Tl
and Waist straps wireless
(1 actuator) controller

NeoSensory Haptic Jacket, No Vibrotactile Customizable Custom Multiplatform | 400 SDK

exoskin VR vest and wrist feedback with SDK and and

suit device with 32 adjustable API for develop
actuation frequency Unity and er
motors signals UE package

Shockwave Vest, and wear- Full body 64-point Customizable Unity, Compatible 300 for
able straps (on tracking vibrotactile Unreal with most VR kick-

(Under dev- the legs) with 8 (using 8 feedback (HD Engine 4 headset starter

e/'opment, zones wireless haptics) (requires dev.

Kickstarter) IMUs) support)
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Dynamic physical environments

Researcher have also been exploring dynamic physical environments that are tethered to virtual experiences
to enhance immersion. Elements of the physical space are either directly connected to virtual experiences or
act as an extension to the interaction carried out in the virtual environment by relaying physical forces to virtual
actions. Various adaptations of the Haptic Floor (Visell et al. 2009; Bouillot & Seta, 2019) are prime examples
of relaying physical forces in connection to virtual environments. Individual segments of the floor are set of a
platform that are pivot or vibrate in connection to the virtual environment or user’s action to support visual
and auditory feedback in virtual environments. Each segment of the floor acts as an individual pixel within the
interaction scheme can provide meaningful tactile and kinesthetic information enhancing the overall experi-

ence.

Other dynamic environments track the physical and virtual movements of the user and supplement auxiliary
support or cues by introducing artificial forces. One adaptation of this is the ZoomWalls (Yixian et al. 2020)
which create dynamically adjustable walls that simulate a haptic infrastructure for room-scale VR. Multiple
wall segments are mounted on a mobile platform that track and follow the user within the physical space, and
if needed orient the users to similar artificial surrounding by simulating walls, doors and walkways corre-

sponding to their virtual interface.

Another such type of environmental haptics feedback is the CoVR system (Bouzbib et al. 2020), which utilizes
a robotic interface to provide strong kinesthetic feedback (100 N) in a room-scale VR arena. It consists of a
physical column mounted on a 2D Cartesian ceiling robot (XY displacements) with the capacity of resisting
to body-scaled users’ actions such as pushing or leaning; and acting on the users by pulling or transporting
them. The system is also able to carry multiple potentially heavy objects (up to 80 kg) which users can freely
manipulate within a joint interaction environment. However, in both cases, virtual and physical tracking plays
a crucial role in such applications. There is also a need to have various elements of the movable environment
follow the user in real time while the user interacts with the VR environment. This can be an issue where the
user may be using an HMD with limited or no visual passthrough capabilities. In such scenarios, users may
unintentionally bump into these objects, which can cause injuries. Moreover, larger environments with more
than one user interacting with the dynamic space would require far more resources, limiting scalability of such

setup.

However, dynamically adjustable environmental interaction is a new research area and novel solution may be
adopted in the future that can enhance the usability and efficiency of similar approaches. In fact, researchers
from Microsoft have adapted a similar approach to create wearable devices that can create the forces related
to interacting with spherical objects. The PIVOT system (Kovacs et al. 2020) is a wrist-worn haptic device
that renders virtual objects into the user's hand on demand. Similar to the design premise of dynamic environ-

ments utilized by Bouzbib et al. and Yixian et al., PIVOT uses actuated joints that pivots a haptic handle into
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and out of the user's hand, rendering the haptic sensations of grasping, catching, or throwing an object any-
where in space. Unlike existing hand-held haptic devices and haptic gloves, PIVOT leaves the user's palm free
when not in use, allowing users to make unencumbered use of their hand. PIVOT also enables rendering forces
acting on the held virtual objects, such as gravity, inertia, or air-drag, by actively driving its motor while the
user is firmly holding the handle. Authors suggest that wearing a PIVOT device on both hands can add haptic

feedback to bimanual interaction, such as lifting larger objects for user.
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4. Emerging and Future Multimodal Ul Prospects

There are many experimental and emerging technologies which are intriguing for interaction purposes, but
which are not yet widely used or deployable for XR Uls. In this chapter we present some examples of prospects
for the future multimodal XR interfaces. Some of them may become widely used in the future, others maybe

not. The time will tell.

4.1 Facial expression interfaces

Facial expressions, eye tracking, emotion recognitions, etc. are elements of human-human communication,
albeit usually they happen unconsciously. For example, we may focus on eyes mainly if the eye behaviour is
unusual, or if we try to find out if another person is serious or speaking the truth. However, most of the HCI
does not take much of these nuances into account. In XR, multimodal gaze and gesture has been utilized in

collaboration, for example by Bai et al. (2020).

Facial expression and emotion recognition interfaces are a relatively new concept in VR / XR interaction.
HMDs partly block user’s face, hence there are specific challenges in the XR context. However, some sensors
can be placed inside the HMD, and on the other hand the HMDs are becoming smaller and may ultimately
become ultralight smart glasses. In the last few years, researchers as well as the industry have integrated facial
recognitional technology into HMDs to track and relay user expression to virtual avatars. Apart from the social
applications, this type of technology can be useful in creating immersive reaction between users as well as

NPCs without creating complex facial models.

Devices such as Decagear (Decagear 2020) utilize facial tracking and mapping in real-time. Similarly, Tobii
has been working with other companies to implement eye tracking seamlessly into VR / XR headsets to

improve foveated rendering and create precursors for locomotion, thereby reducing motion sickness.

4.2 Scent

The sense of smell is known as a chemical sense because it relies on chemical transduction. It is more difficult
to digitize the sense of smell and scents in HCI context compared to sounds and light (Obrist et al. 2016).
Scents have been underrepresented in VR (LaViola et al. 2017). However, technology for enabling scents in
XR is advancing rapidly. An increasing body of research shows that scents affect the user in numerous ways.
For example, scents can enrich the user experience (LaViola et al. 2017; Munyan et al. 2016), increase immer-
sion (Hopf et al. 2020), sense of reality (Baus et al. 2019) and presence (Ranasinghe et al. 2018), affect emo-
tion, learning, memory and task performance (Tortell et al. 2007), and enhance a training experience in applica-
tions such as shopping, entertainment and simulators (Murray et al. 2016; Obrist et al. 2016; Cheok & Karuna-
nayaka 2018).
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Different technologies exist for delivering scents to XR. The easiest way to deliver digitized odors to a user is
by using ambient scents (Spence et al. 2017). Ambient scent is present in the environment instead of emanating
from a specific object (Spangenberg et al. 1996). Ambient scents can be created with various scent-emitting
devices placed in a room. However, it is difficult to rapidly change from one scent to another or change the
intensity of scent unless the scented space is relatively small similarly to the sensory reality pods by Sensiks

Inc. Active directing of the scented air with a fan or air cannon provides a little more control.

Fig. 10 illustrates more precise approaches to deliver scents and Fig. 11 shows related examples of recent scent
display prototypes. Scented air can be directed from a remote scent display to an HMD with tubes (Salminen
et al. 2018). Alternatively, it is possible to produce more compact scent displays that are attached to a VR
controller (Niedenthal et al. 2019), worn on the user’s body (Amores et al. 2018; Wang et al. 2020) or
connected directly to the HMD (Brooks et al. 2020; Kato & Nakamoto 2019; Narumi et al. 2011; Ranasinghe
etal. 2018). The advantages of wearable scent display typically include better spatial, temporal and quantitative

control because the scents can be delivered near or in the nostrils.

Scentgenerator

Tube(s)

Scent generator Compact scent generator

Figure 10. Alternative scent delivery methods suitable for XR (Yanagida, 2012).

Figure 11. Examples of scent displays for XR. Olfactory display attached to an HTC Vive controller (left,
Niedenthal et al. 2019), on-face olfactory interfaces (middle, Wang et al. 2020), and an addon for VR mask
stimulating the trigeminal nerve in the user’s nose with different scents (right, Brooks et al. 2020).

Before scents can be delivered to a user, they must be vaporized from stocked form of odor material. The most
typical solutions are natural vaporization, accelerated vaporization by air flow, heating, and atomization (Yana-
gida 2012). Feelreal, a Kickstarter-funded addon for VR masks, used atomization for releasing up to nine

different scents. A limiting factor in all scent displays is the number of possible scents that can be created. The
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displays use stocked odor material that typically can present 1-15 scents. In addition, it is often difficult to
blend multiple odors. However, recent research indicates that it could be possible to synthesize scents on
demand by creating a mixture of odorants that humans perceive similarly to the original scent (Ravia et al.
2020). This is a major step towards technology that digitizes and reproduces scents similarly to what is already

possible by recording sounds and taking photographs.

4.3 Taste

Taste (gustation) is also a chemical sense and even less often used than scents, especially in XR (Cheok &
Karunanayaka 2018). Taste perception is often a multimodal sensation composing chemical substance, sound,
smell, and haptic sensations (Iwata 2008). In fact, taste perception largely originates from the sense of smell
(Auvray & Spence 2008) because scents travel through orthonasal (sniff) and retronasal (mouth) airways while
eating. Many XR applications such as those aimed for augmenting flavor perception have therefore used scents
(Aisala et al. 2020; Narumi et al. 2008) instead of attempting to stimulate the sense of taste directly. It is also
possible to develop technology for stimulating specifically the sense of taste, targeting to stimulate one or more

of the five basic taste sensations that taste buds can sense: salty, sweet, bitter, sour, and umami.

The three main approaches to creating taste sensations are ingesting chemicals, sensing electrical stimulation
of the tongue, and using thermal stimulation (Kerruish 2019). TasteScreen (Maynes-Aminzade 2005) used a
questionable method of requiring users to lick a computer screen with a thin layer of flavoring chemical.
Vocktail (Ranasinghe et al. 2017) built a cocktail glass with embedded electronics for creating electrical stimu-
lation at the tip of the tongue. Typically, there is significant interpersonal variation in the robustness of taste
perception resulting from electrical stimulation. Some users perceive a vague taste, while others report only a
metallic sensation (Nakamura & Miyashita 2012; Ranasinghe et al. 2013). Therefore, in many concepts taste
stimulation is supported by simultaneous stimulation of other senses to create a more convincing multisensory
experience. The last approach, thermal stimulation, was used in Affecting Tumbler (Suzuki et al. 2014), which
was a cup designed for changing the flavor perception of a drink by heating the skin around the user’s nose.

Fig. 12 illustrates the use of thermal and electrical stimulation.

ks

Figure 12. Examples of taste interfaces. Changing flavor perception with thermal stimulation (left, Suzuki et
al. 2014) and using electrical stimulation at the tip of the tongue to alter the existing flavors of a beverage
(right, Ranasinghe et al. 2017).
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Even though initial empirical findings have suggested that the prototypes can alter taste perceptions (e.g.,
Suzuki et al. 2014), more research is needed. Taste stimulation typically requires other supporting modalities
to create applications that are meaningful, function robustly, and are pleasant to use. Compared to other
modalities, we are still in the early stages of development for taste (Obrist et al. 2016). However, HMDs and

other wearable devices for XR offer a good technological platform for further development.

4.4 Exhalation interfaces

Exhalation interface is also possible, albeit rarely used. It can provide a limitedly controlled hands-free in-
teraction. It is almost always available, even to persons with quadriplegia. Hands-free blowing is useful and
quick when the user's hands are preoccupied with another task. Blowing can also be very discreet, as very low

sound levels are produced. It can be limitedly controlled in both magnitude and direction.

Blowing has been used e.g., as a communication method for people with disabilities, for health applications,
or for speech therapy. Blowing as an interaction method has been used also for VR art, play and entertainment
(e.g., Sra et al. 2018; Kusabuka & Indo, 2020). Furthermore, it has been proposed for computer, mobile phone

or smartwatch user interfaces (e.g., Chen et al. 2019).

Breathing or blowing air as an interaction method have been proposed also for VR. Anemometers or micro-
phones can be fitted onto a VR headset, thus always remaining optimally located. It can deepen the immersion
in games and simulations. As exhalation and inhalation are interaction methods for some real-world interfaces,

such as musical instruments, they could be used in simulated training of related skills.

Sra et al. (2018) proposed four breathing actions as a directly controlled input interaction for VR games. As
breathing sensors, they explored microphone, temperature sensor, and a BioHarness on chest, which could also
detect inhalation actions. Their user study showed that breathing Ul was found to give a higher sense of

presence and be more fun. They also proposed several design strategies for blowing with games.

Chen et al. (2019) used a headset microphone as a blowing sensor and classified the input into categories to
improve the measuring accuracy. The number of interaction types is limited, as people cannot skillfully control
many forms of blowing. Their user tests with various applications indicated that blowing improves users’

interest and experience, specifically in VR applications.

4.5 Tongue interfaces

Tongue can be used for hands-free control, and it matches well with XR systems. Tongue is a fast and precise
organ, comparable to head, hands, or eyes for the purposes of user interaction. Tongue-based interaction is
hands-free and very discreet and personal. A thin mouthguard with suitable sensors would make tongue an

intriguing alternative interaction approach.

There are many kinds of proposed and experimental tongue-controlled interaction systems. A simple method

is to stick the tongue out, point to various directions, and use a camera to sense the movements. A camera
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could also observe the cheek skin near mouth. Several approaches and sensor types have been experimented
with (e.g., an array of textile pressure sensors attached to the user's cheek, a wearable around the ear which
reads brain signals and tongue muscle signals, EMG signals detected at the underside of the jaw, or intraoral

electrode array or capacitive touch sensors attached to a mouthguard). Fig. 13 illustrates some of them.

Photo-reflective Mouthpiece
Sensor Vo—Y —\

Figure 13. Examples of tongue interfaces. Left/middle: mouth-mounted buttons for using a mouse. Right:
Tonguelnput (Hashimoto et al. 2018) measures tongue motion using photo-reflective sensors.

Tongue Ul is a promising general interaction method, but currently it is used mostly as an assistive technology

for patients suffering from speech impairments and full-body paralysis.

4.6 Brain-computer interface

Many of potential future user interfaces are based on bioelectrical signals in tissues, organs or the nervous
system that can be measured, or feedback given through bioelectrical signals. These include electroencephalo-
gram (EEG), electrocardiogram (ECG), electromyogram (EMGQ), electrooculography (EOG), mechanomyo-
gram (MMG), magnetoencephalogram (MEG) and galvanic skin response (GSR).

The ultimate interface would be a “mind-reading” direct link between user’s thoughts and a computer. Brain-
computer interface (BCI) is two-way (input and output) communication between brain and a device, unlike
one-way neuromodulation. BCI is not a sense in itself, but it bypasses all human sensors and nerves and stimu-
lates directly and non-invasively the brain with various signals in order to create synthetic sensations. Feeding
visual, auditory, haptic, taste, smell, or other sensations directly to the brain could open up entirely new
avenues for XR, but this is presumably still far in the future. To illustrate the potential, there is an intriguing

sci-fi movie Brainstorm (1983), https://www.youtube.com/watch?v=cOGAEAJ4xJE&t=1385 describing the

neuromodulation and BCI sensory feeding.

BCI input can be based on surgically implanted prostheses or on external, non-invasive devices such as EEG
sensors (Abiri et al. 2019). There are several non-invasive neuroimaging methods, such as electroencephalo-
graphy (EEG), functional magnetic resonance imaging (fMRI), and functional near-infrared spectroscopy

(fNIRS). EEG is the most widely used for VR currently. Several non-invasive commercial devices can read
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human brain activities (e.g., Emotiv, MindWave, Neuroware, Open BCI, Brain Co, Neurosity, iDun, Para-
dromics, Looxidlabs, or NeuroSky). They use it as input to perform actions with computers or other devices.

At least Looxid Labs already sells EEG headsets that can be retrofitted to HMDs.

The feedback (output) can be given through brain stimulation using various methods. Transcranial magnetic
stimulation (TMS) and transcranial focused ultrasound stimulation (tFUS, TUS) are some possible non-inva-
sive input methods. TMS has been used e.g., for helping a blindfolded user to navigate a 2D computer game
only with direct brain stimulation (Losey et al. 2016). tFUS has superior spatial resolution and the ability to
reach deep brain areas. TMS, tFUS (Lee et al. 2016) and other brain stimulation methods can also elicit syn-
thetic visual perception (phosphenes) when given onto visual cortex, even though it is very coarse with current

methods.

HMDs can have various physiological sensors close to the skin, eyes, and skull. The PhysioHMD system (see
Fig. 14) merges several types of biometric sensors to an HMD and collects sSEMG, EEG, EDA, ECG and eye-
tracking data (Bernal et al. 2018). EEglass (Vourvopoulos et al. 2019) is a prototype of an HMD employing
EEG for BCI. Luong et al. (2020) estimate the mental workload of VR applications in real-time with the aid
of physiological sensors embedded in the HMD. Barde et al. (2020) have made a review on recording and

employing the user’s neural activity in virtual environments.

physioHMD
processing unit -

Figure 14. PhysioHMD records physiological data such as EMG, EEG, EDA, ECG through the contact with
the skin (Bernal et al. 2018).

Elon Musk’s Neuralink Inc. (http://www.neuralink.com/) demonstrated recently Gertrude, a pig with a coin-
sized computer chip implant. Human experiments are due soon, and they intend to do a variety of things, e.g.,
to solve ailments such as memory loss, hearing loss, depression and insomnia or restoring some movement to

people with quadriplegia. Ultimately, they hope to fuse humankind with artificial intelligence.
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BCI-XR research is high risk, high reward work. Potentially it is a very disruptive technology, and closely
related to Augmented Human. However, the few conducted experiments on creating realistic synthetic sensa-

tions have very lame results so far. On the other hand, input through EEG or EMG has gained better results.

BCl is still very limited in its capabilities, and it is used mostly for special purposes such as implanted aid for
paralyzed people or to prevent tremors caused by Parkinson’s disease. One practical line of research is to create
synthetic vision for blind people. Recently machine learning has helped to e.g., classify mental or emotional

states.

4.7 EMG and other biometric signal interfaces
Electromyography (EMG) reads the electrical activity from muscles and EOG reads specifically the electrical

activity of the muscles near the eyes. This can be used for input in XR systems. Some EMG sensors can be

attached to user’s muscles wearables, or datasuits (see Fig. 15).

Figure 15. Examples of EMG interfaces. Left: Reading EMG from arm muscles to steer an airplane simulation.
Right: Thalmic labs’ Myo armband.

Some HMDs have embedded EMG and EOG physiological sensors. The beforementioned PhysioHMD system
(Bernal et al. 2018) merges several types of biometric sensors to an HMD, including EMG. Barde et al. (2020)

have made a review on recording the neural activity for their use in virtual environments.

Bioelectrical signals can be used also for feedback. For example, Sra et al. (2019) have added proprioceptive

feedback to VR experiences using galvanic vestibular stimulation.

4.8 Other potentially relevant technologies for HMDs

There are many emerging or disruptive technologies and sciences, which are not directly interaction methods
per se, but which may have immense implications for XR interaction and HMD technology. This in part will
feed back to these sciences and other fields of applications, including industry, business, training, education,

etc.
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Improving displays, foveated rendering, and tracking will naturally affect XR interaction. Furthermore, some
of the clearly impactful technologies for XR are improving GPUs and/or practically infinite processing power
through supercomputers or quantum computers together with very fast networking and 5G mobile networks,
as rendering can then happen on the cloud. This could enable for example immersive, fully photorealistic
remote work or teleconferencing. They could enable being together with other people or visiting remote places
while the experience would be almost indistinguishable from reality. Another benefit of low-latency networks
and cloud rendering is that the HMDs can be relatively simple, low-cost, and very lightweight, or they might
even become contact lens displays (e.g., Mojo Lens, https://www.mojo.vision/). Contact lens displays would
even enable to view information or watch movies with eyes shut. Qualcomm Snapdragon XR2 5G Platform

enables cloud rendering, numerous sensors, fast XR hardware and software development, etc.

Other potentially relevant technologies for XR interaction and HMDs include Al XR chatbots (agents), battery
technology, nanotechnology, miniaturization of sensors and actuators, loT, robots, new materials, flexible sen-
sor and/or actuator patches on skin or on earbuds, smart contact lenses, distributed ledgers, social media and
social gaming in virtual environments (c.f., Facebook, Second Life), phosphenes with neuromodulation, etc.

Some of these challenges and opportunities are discussed in more length e.g., by Spicer et al. (2017).

XR can make paintings come alive, e.g., the Dreams of Dali (https://www.youtube.com/watch?v=zQ2-0JOkTKc).
Al can restore historical images and videos (e.g., https://www.youtube.com/watch?v=2s hls8s N4). Al could
also transfer them to virtual environments, and even become a time machine, by reconstructing historical
scenes and people to become alive again. 3D scanning is developing fast, and it is easy to scan physical envir-
onments (e.g., Leica BLK360, Matterport), but using only 2D historical (coarse) image materials are a chal-
lenging source of information. To the best of our knowledge, historical images or videos have not yet been

transformed to virtual environments in any meaningful way.

Biometric methods are not multimodal interaction methods in the strict sense, but e.g., iris scanning would be
easy to embed to an HMD and fingerprint reading for data gloves, and thus personalize and authorize selected
content. On the other hand, biometric and other sensing technologies have also ethical and privacy concerns.
For example, unscrupulous companies, or criminals such as authoritarian governments or mafia organizations
could spy on people and exploit them in multiple ways. And if they can, they will. As Mark Pesce (2021) puts
it: “The concern here is obvious: When it [Facebook Aria] comes to market in a few years, these glasses will
transform their users into data-gathering minions for Facebook. Tens, then hundreds of millions of these AR
spectacles will be mapping the contours of the world, along with all of its people, pets, possessions, and pecca-
dilloes. The prospect of such intensive surveillance at planetary scale poses some tough questions about who

will be doing all this watching and why”.

In addition to technologies, also other issues will have an impact on future XR technology, usage and applica-
tions — directly or indirectly. Social trends, cultural issues, economy, business, politics, geopolitics, demo-
graphics, pandemics, etc. will alter sentiment, prosperity, innovation, and many other things, and those things

will have indirect impact on the development and usage of XR.

What else? Think outside the box! What are the implications of new technologies applied to XR interaction?
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4.9 Augmented human

Augmented human (Farooq & Grudin 2016; Raisamo et al. 2019; Mueller et al. 2020) is a new paradigm to
extend human abilities and senses fluently through technology. In a way, the Augmented human paradigm is
like multimodal interaction on steroids, not using just a handful of modalities but a vast number of advanced
sensor and actuator technologies which generate a large volume of data, but which is presented in concise and
coherent manner. Its processing requires e.g., machine learning, signal processing, computer vision, and

statistics. It is no more just interfacing with a device, but integrating with it (e.g., Hainich 2009).

Augmented human technologies provide new, smart, and stunning experiences in unobtrusive ways. Light-
weight, comfortable and yet efficient augmentation technology can be very useful and have a significant impact
on various human activities. For a person requiring assistance in living due to deteriorated vision, smart glasses
can enhance visual information and turn it into speech. The glasses can also augment cognition and support
memory by fetching answers to spoken questions. Special clothes can provide augmented skin that senses the
touches and movements assisted by a therapist and integrates them with a training program stored in the smart
glasses. Embedded sensors in the clothes can also notice imbalance in movements and save information of
physical reactions so that the therapy instructions can be adapted accordingly. Physical augmentation is also
possible, e.g., with lightweight exoskeletons or robotic prostheses, which amplify the user’s physical strength

or endurance.
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5. Conclusions

Multimodal interaction could revolutionize the use of computers and phones, and applications such as CAD,
data visualization, digital signage, tele-presence, home automation, and entertainment. Multimodal interaction
for XR is essential for the usability of the virtual and augmented environments. Interaction methods from the
PC desktop context are not usually effective. 3D user interfaces have been developed for many purposes, and
they match the multidimensional and multisensory VR and AR worlds better. However, new concepts, para-

digms and metaphors are needed for advanced interaction and for novel and emerging hardware.

Most of the multimodal interaction technologies are still immature for universal use. All the current approaches
for multimodal interaction have their strengths and weaknesses. Also, no single approach is likely to dominate.
The applied technology will largely depend on the context and application. Research is going on in many

universities and companies.

Perfectly seamless and fluid interaction in HCI is not always required, or even possible. Good enough is good
enough. Even though the human perceptual system is delicately and meticulously designed, it has some per-
ceptual shortcomings which can be taken advantage of. Many tricks and approximations can be used to create
satisfactory multimodal interaction for general use. This is also one of the tenets of the HUMOR project. Even
shortcut technologies can make the audiences believe they are seeing magic. On the other hand, the technol-
ogies must fit for human perception and cognition. As stated by Gardony et al. (2020) “When done poorly, MR
experiences frustrate users both mentally and physically leading to cognitive load, divided attention, ocular
fatigue, and even nausea. It is easy to blame poor or immature technology but often a general lack of under-
standing of human perception, human-computer interaction, design principles, and the needs of real users
underlie poor MR experiences. ..., if the perceptual and cognitive capacities of the human user are not fully
considered then technological advancement alone will not ensure MR technologies proliferate across

society.”.

Any product must be reasonably priced for the purpose, and it must meet a demand. Even if something is cool,
few want to pay a lot of money for it. For any technology to penetrate the markets, there are many non-technical
issues to consider, such as revenue, marketing, early adaptors, consumer needs, demand and acceptance, IPR,
backward compatibility, price, timing, manufacturability, luck, etc. These will have a paramount impact on the

emergence of XR systems with multimodal interaction.

Multimodal XR interaction in 2040?

How will a typical XR system look like in 10 or 20 years from now? Or does it even make any sense to talk
about XR systems, in the same vein as multimedia PC is an obsolete term nowadays, as all the PCs are that?

Will we be wearing our 6G Flex-Communicator in our pocket, on hand or near the eyes, depending on the
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context? How can it bring added value to our lives and augment and assist us in our daily routines and special

moments?

Can XR systems in 2040 immerse all of the user’s senses? Near-perfect visuals and audio are easier to
implement, but there will be grand challenges and probably insurmountable obstacles to produce e.g., effective
haptic, locomotion or gustation systems, which do not encumber the user. Only if neuromodulation or BCI
will take giant steps in the future, it might be possible. Yet again, this is task-, context- and cost-dependent. Is
unencumbered interaction even necessary? People use daily all kinds of instruments, devices and tools for
various tasks in real life, so why not for XR? In any case, some kind of a display is needed in XR. Furthermore,
the camera-based Kinect gesture sensor was unencumbered, but it never became a permanent success story.
For some purposes, a sufficiently immersive XR system may be possible and useful. For some AR systems,

immersion may not even be desirable. And XR has also many social, societal, and other issues to be solved

(for example, see Fig. 16).

Figure 16. Will XR become a new addiction and a form of escapism, among other things?
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